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Abstract 

Biometric authentication is the use of unique human features to provide a secure, 

reliable and convenient access to an environment or a computer system. However, there 

are numerous security and privacy concerns associated with the use of biometrics as a 

means of authentication. Unprotected biometric data can be used by an impostor to 

impersonate legitimate uses, to violate their privacy and steal their identity. This paper 

proposes a simplified, secure and privacy-preserving authentication scheme for face 

biometric based on modified shielding function. The modified shielding function is a 

simplified version of the generic shielding function which does not require additional 

preprocessing steps of quantization and reliable bit selection. Rotation invariant 

neighbour-based local binary pattern (RINLBP) is used to extract fixed length binary 

features directly from pre-processed face images. RINLBP is simple to calculate and has 

good performance. It is also robust against changes in illumination and image rotation. 

Concatenated error correction technique is used to address errors due to noise and intra-

class variation. The concatenated technique corrects errors both block and bit errors in 

contrast to the generic shielding function in which only bit level errors are corrected. 

Results of experiments based on 200 face images obtained from the CASIA near infrared 

face database show a false acceptance rate of 0.47% and a false rejection rate of 1.56%. 

Our scheme has a key length of 120 bits, which is higher than the minimum requirement 

of 50 bits for biometric keys. It also has a large key space and entropy which makes it less 

susceptible to guessing attack (Pr =0.008).  

 
Keywords: authentication, biometric cryptosystem, security, shielding function 

template protection 

 

1. Introduction 

Face recognition is a process which measures a person's facial characteristics and uses 

the result to confirm his identity. The first automatic face recognition system [21] uses a 

flexible analysis scheme which recognizes human faces based on local information 

extracted from face images. The human face is a preferred means of authentication 

because it is easily accessible to the sensor. Face recognition is a contactless and non-

intrusive technology. Face image can be captured without any physical contact with the 

sensor and with limited cooperation by the user. Humans are also more likely to make 

their faces available compared to other biometrics such as fingerprints or signatures. This 

is evidenced by the way people share their face images freely on social networks such as 

Facebook and Instagram. Moreover, the availability of large legacy and experimental 

databases of faces provides the resources for large scale analysis of the face modality. 

These reasons make face a suitable biometric modality for many applications such as 

surveillance systems, law enforcement, border control and access control [15, 37]. A 
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practical face authentication system should be scalable and possess high recognition 

accuracy as well as high speed of operation [6]. 

Biometric cryptosystems or template protection systems provide authentication while 

simultaneously guaranteeing the security and privacy of users. Template protection 

systems do not store biometric data directly (in plain form) in the databases. Rather, a 

secret information is combined with the biometric data before it is stored. This makes it 

difficult for an impostor to obtain such biometric data without knowing the secret 

information. Applying a biometric cryptosystem also makes it possible to revoke, update 

or replace stored biometric data in case of theft, data corruption or other forms of 

compromise. An ideal template protection system should provide diversity, revocability, 

security and good recognition performance [14]. Template protection schemes are 

generally classified based on their mode of operation. There are five main categories of 

biometric cryptosystems, namely: bio-cryptographic schemes, key binding schemes, key 

generation schemes, cancellable schemes and hybrid schemes [39]. 

Key binding schemes combine a secret key with biometric data using known 

cryptographic algorithms [39]. The secrecy of the key and the complexity of the algorithm 

used to implement the key binding function guarantee the security of biometric data. 

Typical examples of key binding schemes are biometric encryption, fuzzy commitment 

scheme, fuzzy vault and shielding functions. Biometric encryption (or bio-cryptography) 

is a direct application of standard cryptographic algorithms to secure biometric templates. 

An example of such is the use of Hill Cipher algorithm to protect face template [35]. This 

approach is secure, but it is considered too slow for real-time and large scale application. 

Recent advances in biometric encryption include the application of elliptic curve 

cryptography to biometric key management in wireless sensor networks [52] and a novel 

implementation which uses Bernoulli-logistic mapping and chaotic encryption to secure 

biometric data [28]. Another innovation is the hybrid scheme based on packed 

homomorphic encryption and ideal lattices techniques [51]. 

A fuzzy commitment scheme [20] uses cryptography and error correcting code 

techniques to protect stored biometric data. The binding of a secret information with the 

biometric data makes it difficult for an attacker to know the actual contents of the data. 

Fuzzy commitment scheme was applied to three types of face features obtained using 

different methods, namely Eigen faces, 2DPCA (two-dimensional PCA) and LBPH (local 

binary pattern histogram) [5]. Results from experiments show that fuzzy commitment 

scheme has better performance when features are fused compared to when individual 

features are used. The fuzzy commitment approach was also used to address security and 

privacy issues associated with unprotected 2D face templates stored in databases of 

biometric recognition system [48]. Simulation results show that the approach is feasible 

both in terms of recognition accuracy and security of stored templates. In a related work 

[46], real value face features are first converted into binary using thresholding before 

applying the reliable component scheme to select the most discriminative binary features. 

The selected features represent the binary template which is secured using the fuzzy 

commitment scheme. Results from experiments using Caltech face database yield FRR = 

3.5% and FAR ≈ 0. Tests based on FERET database yield FAR ≈ 0, but a high FAR of 

35%. Experimental results also show that this approach can achieve a maximum key 

length of 130 bits. A recent study proposed and implemented a novel application which 

uses fuzzy commitment scheme for secure key management in body sensor networks [53]. 

The fuzzy vault scheme [19] uses a secret key to lock data in a vault. The vault can 

only be unlocked if there is another set of secret which shares a substantial degree of 

similarity with the original key. Fuzzy vault is normally applied to unordered feature sets 

such as fingerprints, but it has also been adapted to ordered dataset such as face features. 

One of such adaptation is the face fuzzy vault for online authentication which generates 

keys from user-specific passwords [50]. A user specific password is used to transform the 

face template before using the key to lock the transformed template in a fuzzy vault. The 
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transformation of face templates before they are stored in the fuzzy vault provides 

revocability and diversity. The study uses nearest distance matching algorithm to address 

intra-class variation. Digital signature is also employed to detect illegal modification of 

the information stored in the fuzzy vault. Experimental results show that this approach has 

a high level of security, but with high false acceptance and false rejection rates. Another 

adaptation of the generic fuzzy vault to face biometrics is based on assigning weights to 

individual components in the feature set [33]. The weight reflects the relative significance 

of a feature component in discriminating between two sets of features. This scheme has 

lower computational complexity, but requires more storage than the one based on the 

generic fuzzy vault. MoC-based fuzzy eigenface vault [23] is a two-factor authentication 

mechanism used to secure Eigen faces in a fuzzy vault. The secret information used for 

constructing of the fuzzy vault is stored on a smart card. This prevents disclosure of 

stored biometric data even if the vault is compromised. Two-factor authentication 

enhances the security of the scheme, but reduces user convenience. Face fuzzy vault has 

also been proposed for authentication in a cloud environment [18]. Deploying fuzzy vault 

in a multiple and diverse users environment such as the cloud provides security not only 

for the data stored in the cloud, but also for the biometric information of enrolled cloud 

users. Moreover, it guarantees the privacy of legitimate users by preventing cross 

matching attacks and user profiling. 

Shielding function [29] or helper data scheme provides security for stored biometric 

reference data. With this approach, the authentication system can verify a user's identity 

without having any knowledge of the user’s biometrics. Helper data scheme has been 

used to secure binary features extracted from face images [22, 30]. In [30], real value face 

features are first extracted using principal component analysis (PCA). The PCA features 

are later binarized before binding them with a randomly generated secret. Results from 

experiments show that the scheme achieved zero FAR, FRR of 0.8529% and a maximum 

key length of 36 bits. The helper data scheme proposed in [22] is based on 3D face 

images. 3D face images contain a richer set of information compared to 2D face images. 

Hence, the system is able to achieve template protection and good recognition 

performance. Shielding functions, like all other key binding approaches, are not resistant 

to spoofing attacks [36]. They are also susceptible to record multiplicity attack [39]. 

Biometric key generation schemes [7] (also known as secure sketches or fuzzy 

extractors) are used to generate a cryptographic key or hash directly from a given 

biometric data. Key generation is performed by first creating the helper data from the 

biometric template, followed by the use of the helper data and a given biometric data to 

obtain the key [14].  There are two major approaches to biometric key generation: private 

template scheme and quantization scheme [39]. A proposed quantization scheme used 

biometric hashing to obtain multiple face hashes or keys from a single face image [42]. 

Experiments show that the approach provides a simple and effective solution to template 

security and privacy concerns associated with biometric systems. In a later work [41], an 

enhanced quantization scheme was proposed for face biometrics. This approach is based 

on two-level quantization and is robust against preimage attack. 

Cancelable biometrics refers to "an intentional, repeatable distortion of a biometric 

signal based on a chosen transform" [38]. Cancelable biometrics promotes diversity and 

unlinkability by generating multiple versions of transformed templates from a biometric 

image. Moreover, different transformation parameters can be used for different 

applications. Templates which are suspected to have been stolen or corrupted can be 

replaced using new transformation parameters. The templates are never decrypted during 

authentication. Authentication is carried out by comparing a transformed query template 

with transformed reference template. There are two main categories of cancelable 

biometrics, namely: non-invertible transforms and invertible transforms (or biometric 

salting) [39]. Non-invertible transform is one-way and does not allow the recovery of an 

original template from the transformed version. Biometric salting on the other hand, 
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allows the recovery of an original biometric data from the transformed version if both the 

template and the transformation parameters are known. 

A non-invertible transformation technique known as revocable biotokens [3] splits a 

real value feature such as face into stable and unstable parts. The integer part represents 

the stable part while the fractional part represents the unstable part. Another approach to 

non-invertible transformation is the use of pseudo-random permutations to alter the order 

of features in face templates [11]. The parameter used for transformation is user-

dependent. Moreover, it is impossible for an attacker to break the authentication system 

without knowing the pseudo random ordering of the scheme. Non-invertible templates 

have also been created from face features extracted using independent component analysis 

(ICA) [16]. The face feature vector is first modified by using Gaussian distribution to 

carry out a random replacement of some of its components. This is to ensure that the 

original feature vector retain its mean and variance. The next step is a random scrambling 

of the elements of the modified feature vector. This scheme provides revocability and 

discriminability of stored templates. It also guarantees the security and privacy of users. 

The salting technique was used to generate cancelable face templates by applying user-

specific secret PINs as seeds for a random basis function of the minimum correlation 

filters [40]. The security of biometric salting depends largely on the secrecy of the 

transformation algorithms and the key. Hence, a template is invertible if an attacker 

obtains the transformation algorithm and the secret key. A suggested solution to this 

problem is the use of a technique known as multispace random projection [43, 44] as a 

solution to this problem. The technique is robust against key leakage attack and provides 

good recognition performance. Salted face templates can also be obtained by using 

transforms based on user-specific random projection and error minimizations [24]. 

A hybrid scheme involves the combination of two or more biometric cryptosystem to 

obtain a single system which provides better security. An example is the face template 

protection scheme which combined cryptographic key generation technique with fuzzy 

vault [49]. The approach uses a randomly generated key to secure binarized PCA vectors 

in a fuzzy vault. Real-valued features are first extracted using PCA. Binary features are 

then obtained from the real-valued features by a process known as quantization. The 

randomly generated key is encoded using cyclic redundancy code (CRC). Finally, the 

encoded key is used to bind the binary face template in a fuzzy vault. The approach offers 

both diversity and revocability of templates. It also achieves good performance with FAR 

= 0. A related work [2] presented a hybrid scheme which combines an enhanced Biohash 

algorithm with key binding to secure face biometric templates. This scheme achieves 

better security but with a reduction in recognition accuracy. The hybrid cryptosystem in 

[8] attempts to strike a balance between the security of stored templates and recognition 

performance. The scheme combines biometric key binding and transformed-based 

techniques. This scheme is secure and promotes diversity among stored templates. A 

recent study [47] applied one-way cryptographic hashing to biometric before securing the 

hashed data with fuzzy vault. 

 

2. Materials and Methods 
 

2.1. Mathematical Description of Shielding Function 

Given a binary biometric data,  𝑋 of length 𝑖 and a randomly generated binary secret 𝑆 

of length 𝑗; that is, 𝑋 ∈ ℝ𝑖 and 𝑆 ∈ {0,1}𝑗, a shielding function, 𝑔 performs enrollment by 

computing a helper data, 𝑊 ∈ {0,1}𝑘 such that 𝑔−1(𝑋, 𝑊) = 𝑆. A hash value, ℎ1 = 𝑓(𝑆) 

of the secret is also computed. 𝑔−1  is referred to as the inverse delta contracting (𝛿-

contracting) function. Both ℎ and 𝑊  are stored in the database. It is required that the 

dimensions of biometric data, random secret and helper data should be equal, i.e. 𝑖 = 𝑗 =
𝑘. During authentication, the delta contracting function 𝑔 computes a new secret, 𝑆 ′ from 
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the stored helper data, 𝑊 and a probe biometric data, 𝑋′ of the same user, 𝑔(𝑋′, 𝑊) = 𝑆 ′. 

A hash value of the secret, 𝑆 ′ is also computed, ℎ2 = 𝑓(𝑆 ′) . Authentication is successful 

if ℎ1 = ℎ2. See Linnartz and Tuyls [29] for a detailed discussion and mathematical proofs 

relating to the shielding function. 

 

2.2. Proposed Approach 

In previous implementations of shielding function [13, 22, 30, 45], real-value features 

extracted from fingerprints or face images are converted to binary by a process known as 

quantization. These implementations also applied reliable component scheme to select the 

most stable and discriminative binary bits which are used to represent the template. BCH 

coding are used to correct errors caused by intra-class variation. BCH coding cannot 

support a biometric feature whose dimension is longer than 511 bits; hence the need for 

feature selection. The study in [30] used PCA to extract real value features from face 

images. PCA is an appearance based feature extraction technique and it is not invariant to 

image rotation and changes in illumination. However, we propose a modified 

implementation of the shielding functions which eliminates the need for additional 

preprocessing steps of binarization and bit selection. In our work, we use rotation 

invariant neighbour-based local binary pattern [12] to extract binary features directly from 

face image. RINLBP is a modified version of the generic local binary pattern (LBP) [41]. 

The generic LBP is not invariant to image rotation. It suffers poor recognition 

performance when images are captured in unconstrained scenarios such as face images 

involving tilting of heads. RINLBP is simple to compute. It is also robust against changes 

in illumination and image rotation. Our concatenated error correction scheme is based on 

the integration of Reed-Solomon and Hadamard error correction techniques. The 

concatenated approach corrects burst errors associated with multiple blocks of data as 

well as bit errors within each block. This makes our method suitable for feature vectors of 

large dimensions such as 1,024 bits and 2,048 bits. 

 

2.3. Image Preprocessing 

Image preprocessing phase (see Figure1) makes it possible for machine readable 

features to be extracted from a face image. Preprocessing tasks include image acquisition, 

face detection and cropping. Face images can be acquired in the form of conventional 2D 

photographs, 3D range or depth images and videos. During face detection, a local texture 

information is obtained from an image and a binary classifier is applied in order to 

distinguish between the facial portion and other parts. This paper uses the Viola-Jones 

face detection technique because of its accuracy, real-time capability and availability as 

an open source software [15]. Cropping is used to remove some parts of the head (such as 

the ears) that do not constitute a face from the detected face image. 
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Figure 1. Image Preprocessing 

2.4. Feature Extraction 

Feature extraction is a step to obtain useful components for representing images. These 

components are usually referred to as feature vectors. Each feature vector consists of a set 

of values. We used rotation invariant neighbour-based invariant local binary pattern for 

feature extraction. RINLBP improves on the generic LBP by addressing poor recognition 

performance due to image rotation. The LBP is a texture classification method which 

combines a set of local texture descriptors to provide a global textural representation of an 

image.  The LBP descriptor of a local circular region is computed by comparing the value 

of the central pixel with each of its neighbours.  The result of the comparison is 1 if the 

value of the pixel is greater that the central pixel, otherwise the result is 0, that is, 

 

        𝐿𝐵𝑃𝑅,𝑃 = ∑ 𝑠(𝑔𝑝 − 𝑔𝑐)𝑃−1
𝑝=0 . 2𝑝                                                                                     (1) 

𝑠(𝑥) = {
1 𝑥 ≥ 0
0 𝑥 < 0

}                                                                                                 (2) 

 

  where 

 𝑔𝑝 is grayscale value of the neighbour pixel, 

 𝑔𝑐 is the value of the central pixel, 

 𝑝 is the index of the neighbour, 

𝑅  is the radius of the circular region, 

𝑃 is the number of sample points in the neighbourhood of the central pixel [34]. 
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Local binary pattern: 11010101 

Figure 2. Generic LBP in A 𝟑 × 𝟑 Window 

Figure 2 describes the operation of the generic LBP. The LBP is popular because it is 

simple to calculate and has good performance. It is also robust against changes in 

illumination which leads to changes in the values of pixel intensities. This is because 

features are not represented using the actual pixel values. Rather, they are computed by 

comparing the intensity values of a central pixel and its neighbours. A change in intensity 

value of a central pixel will lead to a corresponding change in the values of the neighbour 

pixels. 

Neighbour-based LBP (NLBP) performs thresholding by comparing the pixel value of 

each neighbour of the central pixel with its next neighbour along the circular region. This 

is in contrast to the generic LBP which thresholds each neighbour by the central pixel.  

Neighbour-based LBP is defined as  

 

𝑁𝐿𝐵𝑃𝑅,𝑃 = ∑ 𝑠(𝑔𝑝 − 𝑔𝑝+1)𝑃−1
𝑝=0 . 2𝑝                                                                 (3) 

 𝑠(𝑔𝑝 − 𝑔𝑝+1) = {
1 𝑔𝑝 ≥ 𝑔𝑝+1

0 𝑔𝑝 < 𝑔𝑝+1
}                                                                     (4) 

  where 

 𝑔𝑝 is grayscale value of a neighbour pixel, 

 𝑔𝑝+1  is the value of the next pixel along the circular region, 

 𝑝 is the index of the neighbour, 

𝑅  is the radius of the circular region, 

𝑃 is the number of sample points in the neighbourhood of the central pixel. 

 

The encoding process starts with topmost left neighbour and follows a clockwise 

direction. This is illustrated in figure 3 below. The generic LBP and the neighbour-based 

LBP generate different binary patterns from the same pixels. 
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Neighbour-based LBP code: 11010100 

Figure 3. Neighbour-Based LBP Operator 

Rotation Invariant Neighbour-based LBP is defined as 

 

𝑅𝑁𝐼𝐿𝐵𝑃𝑅,𝑃 = ∑ 𝑠(𝑔𝑝 − 𝑔𝑝+1)𝑃−1
𝑝=0 . 2𝑚𝑜𝑑(𝑝− 𝑑,𝑃)                                                             (5) 

𝑠(𝑔𝑝 − 𝑔𝑝+1) = {
1 𝑔𝑝 ≥ 𝑔𝑝+1

0 𝑔𝑝 < 𝑔𝑝+1
}                                                                             (6) 

𝑑 = 𝑚𝑎𝑥|𝑔𝑝 − 𝑔𝑐|                                                                                                     (7) 

                                                                                    

  𝑝 ∈ (0,1 … 𝑃 − 1)              
   

where 

 𝑔𝑐, 𝑔𝑝, 𝑔𝑛,  𝑔𝑝+1, 𝑝, 𝑅 and 𝑃 are as previously defined, 

𝑑 is the index of the neighbour pixel with the highest value, which defines the dominant 

direction in a neighbourhood. 

Rotation invariance is achieved in Neighbour-based LBP scheme by starting the 

encoding process with the neighbour pixel which has the highest value. This ensures that 

there is a corresponding rotation of the extracted binary pattern whenever the image is 

rotated. 

 

 

RNILBP code:  10100110                RINLBP code: 10100110 

Figure 4. Rotation Invariant Neighbour-based LBP 

The image in Figure 4 is rotated by through an angle of 90 degrees (900). But RINLBP 

obtained the same binary pattern from both the original image and the rotated image. This 

shows that image rotation does not affect the value of the binary pattern encoded by the 
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RINLBP operator. The face image is resized to 16 × 8 and RINLBP is applied to obtain a 

1,024-bit binary representation of the face image. 

 

2.5. Implementation 

During enrolment, a random secret of 120 bits is generated using multiplicative 

congruential random number generation [9] method. This method is considered suitable 

for generating random numbers for cryptographic operations [10]. Error correction 

techniques are used address problems caused by noise and intra-class variation. Our 

concatenated error correction scheme integrates two error correction techniques, namely 

Reed-Solomon code [31] and Hadamard encoder [1]. Reed-Solomon error correction 

handles burst errors caused by noise from the camera shutter and occlusions when a 

subject wears an eye glass. Hadamard error correction addresses errors caused by natural 

intra-class variations in images of the same subject. A Reed-Solomon encoder takes in a 

set of 𝑘 input blocks, and produces a set of 𝑛 blocks as output. Each input and output 

block contains m bits. That is, 

 

 𝑛 –  𝑘 =  2𝑡,                                                                                                    (8) 

where 

 𝑘  is the number of input blocks, 

𝑛  is the number of output blocks, 

𝑡 is the number of block errors that can be corrected. 

 

Reed-Solomon encoder divides the 120-bit random secret into 20 blocks of 6 bits each. 

Next, it encodes the 20 blocks into 32 blocks, also of 6 bits each, which transforms the 

random secret into a 192-bit long value. Our encoder is able to correct 6 block errors. The 

output of Reed-Solomon encoder is passed to the Hadamard encoder. Our Hadamard 

encoder uses Reed-Muller [4] method. Each 𝑚-bit block (from Reed-Solomon encoder) is 

encoded into  2𝑚−1 bits. Thus each 6-bit block output of the Reed-Solomon encoder is 

converted into a 32-bit block. We now have a total of 1,024 bits since each output block 

of the Reed-Solomon encoder contains 32 bits. This corrects up to  2𝑚−3 − 1 bit errors in 

each block. We are able to correct up to 7-bit errors in each 32 -bit block. 

 

 

Figure 5. Concatenated Error Correction Encoding 

Key binding is carried out by performing 𝑋𝑂𝑅  operation on the output of the 

Hadamard encoder and the binary biometric data. This step computes a helper data, 𝑊 

from the secret, 𝑆 and biometric data, 𝑋. That is, 𝑆 𝑥𝑜𝑟 𝑋 = 𝑊. We also compute the hash 

of 𝑆 using SHA-256 hashing. NIST standards require hashing using a minimum of SHA-

256 [32]. The helper data and the hash value of the secret are stored in the database. 

Authentication is performed by first extracting binary features from a probe biometric 

image, 𝑋′. An 𝑋𝑂𝑅 operation is performed on the helper data, 𝑊 (which is retrieved from 
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the database) and the binary value of the probe biometric data, 𝑋′  to obtain a new 

secret,𝑆 ′. That is, 𝑊 𝑥𝑜𝑟 𝑋′ = 𝑆 ′. The original length of 𝑆 ′ is 1,024 bits.  Error correction 

decoding is necessary before computing the hash value of the new secret because of the 

following reasons. Firstly, 𝑆 ′ usually contains errors and hashing is very sensitive to bit 

errors. Secondly, the decoding process recovers a 120-bit value from the previously 

computed 1,024 bits. The same concatenated technique is applied, but in a reverse 

direction. Figure 6 illustrates the decoding process. After error correction, a hash of the 

120-bit value, i.e. ℎ𝑎𝑠ℎ(𝑆 ′) is computed. The new hash value is compared with the one 

stored in the database. A successful authentication requires an exact match between the 

two hash values. 

 

 

Figure 6. Concatenated Error Correction Decoding 

 

Figure 7. Framework of Modified Shielding Function 
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2.6. Performance Evaluation 

Two criteria are used to access the performance of the proposed approach: false 

rejection rate (FRR) and false acceptance rate (FAR). False rejection rate measures the 

rate at which the system fails to authenticate legitimate users. False acceptance rate is the 

rate at which the system accepts impostors as legitimate users.  The two parameters 

represent the degree of errors in the operation of the system. Our dataset consists of face 

images of 10 subjects from the CASIA near infrared database [25]. The database contains 

20 samples per subject. The enrolment set consists of 16 images per subject while the 

verification set contains 4 images per subject. Verification is performed by carrying out a 

one-to-one comparison of the images in the enrolment set with those in the verification 

set. To compute false rejection, we compare each of the 4 images in the verification set 

with the 16 corresponding images in the enrolment set. Each attempt to compute FRR 

involves 64 comparisons; thus we have 640 comparisons for the 10 subjects. We calculate 

false rejection rate for each class based on the formula 

 

 𝐹𝑅𝑅 = (
𝑛𝑜 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑟𝑒𝑗𝑒𝑐𝑡

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛𝑠⁄ ) × 100 %                       (9) 

 

Next, we calculate the total false rejection rate for all the classes and estimate the mean 

false rejection rate. The total FRR is 15.624% and mean FRR is 1.56%. Table 1 below 

shows the number of false rejection and the false rejection rate for each class. 

Table 1. Computation of False Rejection Rate 

 
 

False acceptance is calculated by carrying out a one-to-one matching between the 

enrolment set for each subject or class and the verification sets of the remaining 9 subjects 

(or classes). This involves a total of  9 ∗ 64 or 576 comparisons for each class and 5,760 

comparisons for the 10 classes. We use the formula below to calculate the FAR for each 

class. 

 

 𝐹𝐴𝑅 = (
𝑛𝑜 𝑜𝑓 𝑓𝑎𝑙𝑠𝑒 𝑎𝑐𝑐𝑒𝑝𝑡

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑚𝑝𝑎𝑟𝑖𝑠𝑜𝑛𝑠⁄ ) × 100 %                     (10) 

 

We also compute the total false acceptance rate for all the classes and the mean false 

acceptance rate. The values of total FAR and mean FAR obtained are 4.6874%  and 

0.47%, respectively. The number of false rejection and the false rejection rate for each 

class are shown in table 2 below. 
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Table 2. Computation of False Acceptance Rate 

 
 

2.7. Security Analysis 

The security of the proposed approach is analyzed using four parameters, namely: key 

length, key space, entropy and probability of correct guess. The goal of the analysis is to 

determine the robustness of our system against cryptographic attacks such as guessing 

attacks and key exhaustion attacks. 

Key length is defined as 

 

‖𝐾‖ = 𝑚 × (
𝑑𝑖𝑚

2𝑚−1) − 2𝑡                                                                                    (11) 

where, 

𝑑𝑖𝑚 is the dimension of the biometric data, 

𝑚 is the block size used for Reed-Solomon encoding, 

𝑡 is the block error correction capability of the RS decoder. 

 

Therefore, key length, ‖𝐾‖ = 6 ×
1024

26−1 − 2 ∗ 6 

                                       = 120 𝑏𝑖𝑡𝑠 
 

   Key space is the set of all possible keys of a certain length. It is used to determine the 

possibility of a brute force attack against a cryptographic system. 

Key space, 𝑘𝑠 = 2‖𝐾‖                                                                                         (12) 

                 =  2120 = 1.329 × 1036 
 

    Entropy measures the degree of randomness of a biometric key. It is used to access the 

robustness of a key to random guessing attack. Entropy is measured in bits. 

 

Entropy, 𝐻 = log2 𝑁𝐾                                                                                       (13) 

                = 𝐾 log2 𝑁 

where, 

𝑁 is the symbol count (number of possible symbols), 

𝐾 is the key length (number of symbols in the key), 

𝐻 = log2 2120 

    = 120 𝑏𝑖𝑡𝑠 
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Probability of correct guess estimates the probability that an impostor will guess the 

key correctly. It is calculated by finding the inverse of the key length, i.e.,  

𝑃𝑔𝑢𝑒𝑠𝑠 = 1
𝐾⁄                                                                                                    (14) 

= 1
120⁄ = 0.008 

 

3. Results and Discussion 

Results from experiments show FAR of 0.47% and FRR of 1.56%. Slight variations in 

performance may occur if low quality images are used (such as those obtained using 

natural wavelength camera). Image quality has significant impact on the recognition 

accuracy of biometric systems. The performance may also vary with the number of 

subjects or images in the test data. The security parameters are dependent on the 

dimension of the biometric feature. Increasing the feature length will lead to a 

corresponding increase in the security of the system. However, this will have a negative 

effect on the recognition accuracy because of the increase in the need for error correction. 

Table 3 shows a comparison between our approach and previous implementations of the 

shielding function. 

Table 3. Comparison between our Approach and Previous Studies 

 

Our approach provides adequate security, but with a slightly lower recognition 

accuracy.  A secure biometric cryptosystem should have a key length of at least 50 bits 

[46]. We are able to obtain a key length of 120 bits, which is higher than the minimum 

requirement for biometric keys. The size of the key ensures that our approach is less 

susceptible to guessing attack (Pr =0.008) and has the highest key space and entropy.  

 

4. Conclusion 

We have proposed and implemented a simplified, secure and privacy-preserving 

scheme for face biometric. Our scheme provides security for the biometric template and 

the randomly generated secret. It is difficult for an impostor to obtain either the secret key 

or the biometric data since they are not stored directly. Rather, a secret is bound with the 

biometric before it is stored in the database. Moreover, the secret is random (and difficult 

to guess) and only its hash value is saved in the database. In a future work, we will 

address the weaknesses of shielding functions such as the lack of resistance to spoofing 

attacks and susceptibility to record multiplicity attack. 
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