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ABSTRACT 
Particle swarm optimization techniques are typically made up of a population of simple agents interacting locally with 

one another and with their environment, with the goal of locating the optima within the operational environment. In this 

paper, a robust and intelligent particle swarm optimization framework based on multi-agent system is presented, where 

learning capabilities are incorporated into the particle agents to dynamically adjust their optimality behaviours. 

Autonomy is achieved by the use of communicators that separate an agent’s individual operation from that of the swarm, 

thereby making the system more robust. 
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1. INTRODUCTION 

 
Particle Swarm Optimization (PSO) belongs to the field 

of swarm intelligence, which is a collection of techniques 

based around the study of collective behavior in 

decentralized, self-organized systems. PSO is inspired by 

the social foraging nature of animals such as the flocking 

behaviors of birds moving towards an optimal goal [4]. 

The technique was developed by Kennedy and Eberhart 

[8] as a stochastic global optimization method for 

continuous functions, with the idea that the particles, 

situated within an environment, move towards fitter 

members of the swarm and generally bias their 

movements towards historically good areas of the 

environment.  

 

 

 

The particles try to achieve the optimal goal by 

cooperating with their neighbours in addition to taking 

independent decisions and actions.  Although there is 

normally no centralized control structure dictating how 

individual particles should behave, local interactions 

among the agents often lead to the emergence of global 

behavior. Since the development of the early model in 

Kennedy and Eberhart [8], there have been numerous 

advances on the model [7, 15, 17] emphasizing on 

different aspects with the view to improving the overall 

performance.  These have viewed the problem from the 

traditional sense of implementation, where the particles 

in the system lack the basic qualities that typical agents 

possess. 



Vol 6. No. 2, June 2013          
African Journal of Computing & ICT 

      
© 2013 Afr J Comp & ICT – All Rights Reserved - ISSN 2006-1781 

www.ajocict.net   

 

 

  2 

 

 

Implementing the PSO scheme from conventional 

supervised approach has a number of setbacks. To begin 

with, it lacks the autonomy a system of such nature 

deserves; the particles achieve their goals by executing a 

fully elaborate program, and they are limited by the 

highly cohesive implementation since they have a 

uniform algorithm for execution that prohibits self-

sufficiency and intelligence. But PSO innately fits a 

system where the agents are delegated goals in some high 

level way, and then the agents decide for themselves how 

best to accomplish their goals – the agents here have the 

ability to decide how best to act so as to accomplish their 

delegated goals.   

 

The scalability that is desired in such a system is also 

lacking since a static population is usually assumed 

during optimization process.  There are variants of PSOs 

where membership of the total swarm population grows 

or shrinks dynamically [2, 6, 11, 12], depending on the 

strengths and behaviors of members of the system. 

Therefore scalability in the form of population growth or 

reduction is desirable, which is quite difficult to do in a 

monolithic and highly cohesive system. An ideal model 

will therefore not assume fixed neighbourhood of particle 

agents; agents should be capable of moving from one 

neighbourhood to another, which may have different 

sizes. This feature is inherently available in Multi Agent 

System (MAS), since each agent is treated separately. 

 

Complex communication patterns arise among the 

particles within a typical PSO system, and if not properly 

implemented, communication can be inherently 

synchronous.  This drastically degrades the overall 

systems performance especially if the population size is 

too high.  With the MAS approach, there is a natural 

asynchronous communication, because concurrency is 

natural, as agents execute independently. Implementing a 

population-based algorithm without regards for isolated 

treatment of each candidate of the population makes the 

entire process a complex one, especially with a large 

population.  Since each particle has a separate behaviour 

from other particles within the system, it is highly 

desirable to model the system as such. 

 

A number of other characteristics of PSO [18] that make 

it suitable for MAS exist; Natural algorithm: it is based 

on the behavior of real birds/fish which are real agents; 

Parallel and distributed algorithm: the swarm is a 

population of agents move simultaneously, independently 

and without a supervisor; Cooperative particles: each 

agent chooses a new point partly based on the 

information received from other agents. To address these 

issues, literatures on MAS-based PSOs exist [1, 10, 16]. 

However, the emphases in these literatures are based on 

modeling, implementations, and load balancing/fault-

tolerance.  In this paper, we present a robust and 

intelligent PSO framework based on MAS where learning 

capabilities are incorporated into the particle agents to 

adjust their optimality behaviours. 

2. BRIEF BACKGROUND OF INTELLIGENT  

    PARTICLE SWARM OPTIMIZATION SYSTEM 
 

Intelligence is connected with the way reasoning is 

carried out in order to arrive at a conclusion. It refers to 

the ability to come to correct conclusions about what is 

true or real, and about how to solve problems [5]. 

Reasoning in a general sense is a broad subject matter 

that refers to the capacity to make sense of things, to 

establish and verify facts, and to change or justify 

practices and beliefs [9].  We use a practical reasoning 

model to agency [14, 20] to represent intelligent actions.  

Practical reasoning is the capacity for resolving, through 

reflection, the question of what is to be done. 

Deliberation of this kind is practical in the subject matter, 

insofar as it is concerned with action. But it is also 

practical in its consequences or its issue, insofar as 

reflection about action itself directly moves an agent to 

act [19]. 

 

The notion of practical reasoning agent is modeled by 

looking at an agent as having a set of beliefs which are 

the perceptions of the agent’s operating environment, set 

of desires which are the various options at the agent’s 

disposal, and set of intentions which are selections made 

from the desires by filtering the best options.  Practical 

reasoning is comprised of two major components [20]: 

Deliberation (what state of affairs to achieve, which 

becomes the agent’s intention) and Means-Ends 

Reasoning (how to achieve the intentions, which yields a 

plan). The intentions here are the future directed 

intentions, which simply represent the state of mind of 

the agent, with no actions taken. 

 

Deliberation is modeled as option generation and filtering 

processes [20], which are thus described as follows: 

• Option generation function takes the current beliefs 

and current intentions in order to yield the agent’s 

desire set.  

 

Thus, 

 

 ………….. (1) 

 

• Then the intentions to be committed to are obtained 

by filtering and selecting the best options using the 

following function: 

•  

……(2) 

 

The agent updates its belief through a belief review 

function defined as: 

 

 ……………… (3) 

 

where  is a set of percepts of the operating 

environment. 
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Practically, a particle agent within the swarm will arrive 

at an alternative by first deliberating on the available 

options, and then make decisions by acting on the best 

alternatives. A Particle agent starts by having a particular 

set of beliefs which are stored in a belief database, and 

then commits to intentions for actions based on the initial 

beliefs and desires.  As time progresses, the beliefs about 

the real world may be refined, and the agent’s desires and 

intentions may also be redefined to reflect the changes in 

the belief database. After an agent deliberates and 

produces intentions to which it is committed, the agent 

needs to plan how to accomplish the intentions based on 

the current state of the environment (agent’s belief) and 

the actions that are available to it.  This is means-ends 

reasoning. 

 

So a particle agent perceives its environment and then 

adjusts its belief database appropriately, upon which it 

derives its intentions, and then uses practical reasoning to 

take an action that alters the real world, which advances 

the system towards a potential solution. 

 

3. PARTICLE SWARM OPTIMIZATION AS  

   MULTI- AGENT SYSTEM 
 

The properties of the conventional Particle Swarm 

Optimization (PSO) model make it a suitable candidate 

for Multi-Agent System (MAS) implementation. In the 

MAS-based PSO, we model into MAS the appropriate 

qualities of the conventional PSO and then introduce 

concepts that improve on the overall systems 

performance as an optimization technique. 

 

Agents within a MAS consider problems by weighing 

conflicting considerations for and against competing 

options, where the relevant considerations are provided 

by what the agent desires or values and what the agent 

believes [3, 20]. An agent takes action by first 

deliberating on what state of affairs to achieve from the 

available options, which represents its Intentions that 

alter its state of mind.  Then the agent reasons on how to 

achieve the chosen state of affairs, which results in a plan 

of how best to achieve the option.  By so doing, 

intelligence is built into the system.  

 

The idea behind the neighbourhood approach in PSO [13] 

was the reduction of the global information exchange 

scheme to a local one, where information is diffused only 

in small parts of the swarm at each iteration. Each 

particle assumes a set of other particles to be its 

neighbours and, at each iteration, communicates its best 

position only to these particles, instead of to the whole 

swarm. Thus, information regarding the overall best 

position is initially communicated only to the 

neighborhood of the best particle, and successively to the 

rest through their neighbours. 

 

 

With this approach, a particle is tied to a fixed 

neighbourhood for interaction with each iteration without 

planning ahead and envisaging better fitness values with 

other neighbourhoods within the same iteration; so when 

an agent belongs to a neighbourhood, it does not share 

information with agents outside the neighbourhood 

within a single iteration to see if such interaction will 

yield better fitness values.  In our agent-based approach 

to PSO, cohesion and diversity within the search space is 

increased in order to avoid blind commitment that easily 

gets agents trapped in specific local minima.   

 

The agents use the Believe-Desire-Intension (BDI)-like 

reasoning and dynamically alternate neighbours 

(whatever neighbourhood topology is used) in the search 

process.  In each iteration, an agent computes several 

fitness values in parallel (based on neighbourhood bests 

of the main neighbourhood and other neighbourhoods), 

and keeps the history for future reference.  Depending on 

the best results obtained with time, the agent sticks to 

neighbours that yield better fitness values. So the best 

global behaviour emerges as the agents interact.   

 

In the conventional PSO, an agent’s decision, and hence 

its action, is influenced by both personal cognitive 

component and social component. These innate attributes 

of PSO place it as good candidate for MAS design, where 

the cognitive component is modeled as part of the 

individual agent’s execution, and the social component as 

part of the multi-agents’ execution while the agents 

interact.  This is accomplished by the use of 

communicators, a concept that is defined later. Learning 

is highly desirable within a complex system like PSO. A 

belief database will be designed, which is well suited for 

keeping the agents’ learned experiences overtime as the 

agents keep refining their beliefs. The qualities described 

here make the PSO particle agents more autonomous and 

intelligent. 
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4. THE MATHEMATICAL MODEL 
Let us consider the original Particle Swarm Optimization 

(PSO) model represented as: 

 

…… (4) 

 

 …………………..…………… (5) 

 

where t denotes the iteration counter, R1 and R2 are 

random numbers distributed within [0,1], C1 and C2 are 

weighting factors representing the cognitive and social 

parameters respectively,  is the best position 

known so far by the particle i,  is the 

neighbourhood best,  is the velocity of particle i in 

iteration t+1, and  is the particle’s position in 

iteration t+1. 

 

Since variants of the PSO [11, 12] show that population 

can grow or shrink, it means within each iteration, the 

particle agents in a swarm can communicate with any 

number of agents ranging from 1 to n-1, n being the total 

swarm population. So in the agent-based PSO, an agent 

does not limit its communication to a fixed number of 

agents, and also to a fixed neighbourhood all the time, for 

the reason that follows.  

 

Each agent is assigned few other prospective 

neighbourhoods besides the main neighbourhood it 

belongs to.  In each iteration, the  values of these 

prospective neighbourhoods are communicated to the 

agent alongside the   value from the main 

neighbourhood, and the agent computes both prospective 

and main fitness values, velocities and positions in 

parallel.  After the computations, the agent stores all the 

prospective values in a belief database through a vector 

(hereafter called prospective neighbourhood vector), but 

uses the main fitness value to keep membership of the 

main neighbourhood by moving in its direction.  After a 

certain time-stamp equivalent to the size of the belief 

database, agents take appraisal of their execution history 

and compare them with the values in the belief database. 

The neighbourhoods of the system is then reformulated 

based on more promising fitness values of agents up to 

the time of appraisal, and the agents will move in the 

directions of best fitness values.  The time stamp is 

reinitialized and the process is repeated. 

 

The agent choses more promising neighbours based on its 

previous knowledge and experience. The desires of the 

agent increases towards more promising neighbours and 

it updates its beliefs, and subsequently gets attracted 

towards more promising regions. 

 

 

Definition 1: We define the state of environment in 

which the agent’s search space may be as follows: 

 

 ……………………………. (6) 

 

where   is the best positions 

ever visited by each particle agent, representing the 

present state ( ,  being the population 

size and  the current iteration counter). 

 
Definition 2: Each particle agent has a range of actions at 

its disposal, which are the consequences of agent’s 

invocation. If we generally define the set of actions as  

, then specifically, the ith particle agent 

in the system has these actions:  

 

 …………………………… (7) 

where  and  are the velocity and position functions 

respectively of the agent within the main neighbourhood, 

 is the prospective neighbourhood vector described 

earlier, which is an action that computes the values for 

the belief database and updates same, and  is a 

communicator which the agent uses to communicate with 

other agents, thereby separating the social activities of the 

Multi-Agent System (MAS) from the individual agent’s 

activities.  is a recap function that permits an agent to 

appraise its history from the last time stamp in order to 

decide whether or not to change neighbourhood.  

 

Particle agents in the search space have single-minded 

commitments, because an agent continues to maintain an 

intension of improving the fitness values within a 

particular neighbourhood until it believes either that the 

intension has been achieved, or else it is no longer a more 

feasible option to remain in that neighbourhood, in which 

case it is rational for the agent to move away to a more 

promising neighbourhood. We assume that the size of 

neighbourhoods can vary because there may be increase 

or decrease in population, agents can move from one 

neighbourhood to another, or any other unforeseen factor. 

 

Definition 3: A run, , of an agent in an environment is a 

sequence of interleaved environment states and actions.  

If we let  be the set of all such runs, then we have: 

 

 …………………………………… (8)   

 

Let  be the subset of these that end with an action and 

be the subset of these that end with an environment 

state. 
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Definition 4: When a particle agent invokes an action on 

an environment, it transforms the environment state, and 

this effect is modeled by the state transformer function 

defined as: 

 

 ……………………………………… (9)  

 

where  is the power set of . 

 

This means that from runs which end with actions taken 

by a particle agent, the system will always end up in a 

particular environment state; taking an action by a 

particle agent on a previous environment state moves the 

environment to another state. 

 

Definition 5: We define an environment as a tuple: 

 ……………………………… (10) 

 

where is the set of environment states,  is an 

initial state,  is a state transformer function,  is the 

active topology in the environment, and  is a set of 

neighbourhoods defined as , where 

 is the total number of neighbourhoods. 

 
Definition 6: In a MAS, the agents drive the system. The 

state of the environment emerges as a result of the 

agents’ actions – based on the behaviours and 

interactions among the agents.  Since actions are 

produced by agents when they execute in the system, we 

model agents as function of execution, which yield an 

action (whose effect is the state transformer function).  

 

Thus, a particle agent is defined as: 

 

 ……………………………………. (11) 

 

So if an action, say the position update function , 

is desired of a particle agent , the agent produces this 

action by executing on an existing run ending with 

environment state, say , which is its current position, as 

follows: 

 

 
 

This leaves the run to end with an action. The effect of 

taking this action, which is modeled by the state 

transformer function, , is to produce a new environment 

state. 

 

 

 

 

 

 

Definition 7:  We define Swarm  to be the set of all 

agents, as follows: 

 ……………………………. (12) 

 

and the Swarm System is thus defined as , where 

 is the set of all runs. 

 

 

5. ALGORITHM AND DISCUSSIONS 

 
Having established the definitions and the relationships 

above, we now describe the algorithms that aid practical 

reasoning particle agents to execute within the swarm. 

Particle agents need to plan ahead and envisage better 

fitness values with other neighbourhoods within the same 

iteration by sharing information with agents outside the 

main neighbourhood. The particle agents thus maintain 

single-minded commitments of achieving better fitness 

values by making practical reasoning and dynamically 

alternating neighbours in the search process.  

 

Within each iteration, an agent computes several fitness 

values in parallel and keeps the history for future 

reference, and as time progresses, the agent sticks to 

neighbours that yield better fitness values. So the best 

global behaviour emerges as the agents interact. As 

earlier explained, Practical reasoning = deliberation + 

means-ends reasoning 

 

Deliberation = option generation function and Filtering 

function 

 

Means-end reasoning = planning 

 

These components of the practical reasoning are obtained 

below. 

 

The environment state as initially perceived by particle 

agents, denoted by equation (6), represents the initial 

belief of the agents. So  

The agents will initially look at the state of affairs to 

achieve as their initial intentions.  The desired state of 

affair at the beginning is to apply the velocity function of 

equation (4) and then take a move using the position 

function of equation (5). 

 

These are initialized in . 
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Having obtained the initial beliefs and the initial 

intentions, an agent can be executed using the algorithm 

in figure 1, where lines 1 and 2 are the initial beliefs and 

intentions, respectively. 

 

1: B = Bo; // Initial beliefs 

2: I = Io; //initial intentions 

3: while true do 

4:  get next percept ρ of the swarm by making a 

call to communicator C;  

5:  B ← brf (B, ρ); 

6:  D ← option (B , I); 

7:  I ← filter (B, D, I); 

8:  π ← plan(B, I, Ac) ; 

9:  whi1e not (empty(π) or succeeded(I, B) or 

impossible(I, B)) do 

10:   α ← head(π); 

11:   execute (α); 

12:   π ← tail(π); 

13:  get next percept ρ of the swarm by 

making a call to communicator C; 

14:   B ← brf (B, ρ); 

15:   if reconsider(I, B ) then 

16:    D ← option (B , I); 

17:    I ← filter (B, D, I); 

18:   end-if 

19:   if not sound(π, I, B ) then 

20:    π ← plan(B, I, Ac) ; 

21:   end-if 

22:  end-whi1e 

23: end-whi1e 

 
Figure 1: Agent-based Particle Swarm Optimization 

 

 

The percept ρ on line 4 is a process where an agent 

perceives its environment by using its previous belief, 

and then communicating with other agents through the 

communicator component  of equation (7) to get the 

current  value. Line 5 is the Belief update process, 

which is obtained using equation (3).  Lines 6 and 7 are 

the deliberation process that is carried out by option 

generation and filtering using equations (1) and (2) 

respectively, to produce the corresponding Desires and 

Intentions. 

 

Having obtained these values, a particle agent carries the 

means-ends reasoning by formulating a plan on line 8 

using the new values of the belief (line 5), intention (line 

7), and the available actions at its disposal (represented 

by equation (7)).  The agent can then execute its stated 

intentions, which is accomplished by the intention loop 

[20] from lines 9 through 20. 

 

 

 

 

 

6. CONCLUSION AND FUTURE WORK 
 

The design presented above provides for natural way of 

implementing the Particle Swarm Optimization (PSO) 

algorithm. Particle agent’s intentions and actions as 

influenced by both personal cognitive component and 

social component are separated into the individual 

agent’s execution and the multi-agents’ execution 

respectively, as the agents interact. This is realized by the 

use of the communicators. This way, autonomy is 

achieved within the particle agent system. Also since 

multi-agent systems are inherently modular, it is easier to 

add new agents to a multi-agent system than it is to add 

new entities to a non-multi-agent-based system. 

The desired learning capabilities are also incorporated 

into the design, since agents make parallel computations 

of fitness values and store them in the belief database for 

future reference. These qualities make the PSO particle 

agents intelligent and more autonomous. 

In order to have a wider scope of application for the 

intelligent multi-agent based PSO model, we intend, in 

the future, to discretize and apply it to the Travelling 

Salesman Problem. 
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